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**PRACTICAL WORK No. 4**

**Name of practical work**

Recurrent Neural Networks. Modern architectures.

**The goal of practical work**

To get understanding of recurrent neural networks’s architecture and practical skills of sequence processing.

**TASK FOR PRACTICAL WORK**

1. Run a jupyter notebook file. *If you don’t remember how to do it, refer to Lab 1 document,* *paragraph 4.*
2. Start with file.
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Further, to work with the code in this work, it is necessary to sequentially launch *every* block (even with text data only) using Run.

2. Sequentially Run the files in *recurrent-neural-networks* folder and after that in *recurrent-modern* folder.

**PRACTICE REPORT**

**Name of practical work**

Recurrent Neural Networks. Modern architectures.

**The goal of practical work**

To get understanding of recurrent neural networks’s architecture and practical skills of sequence processing.

**Done by**

Group № \_\_\_\_\_\_

Student’s Name, Last name \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

**The report is received in the form of an executable file for Jupyter Notebook or link to the Google Colab**

**Task:**

1) Setup the environment and run all the notebooks.

2) Adjust the hyperparameters and analyze their influence on running time, perplexity, and the output sequence for GRUs, LSTMs, and regular RNNs.

3) Implement an LSTM model for time series prediction rather than character sequence prediction.